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Streszczenie:  Artykut stanowi omodwienie zastosowania sztucznej inteligencji (Al)
w sektorze ubezpieczeniowym, ze szczegdlnym uwzglednieniem automatyzaciji procesu
likwidacji szkdéd. Autorzy, opierajgc sie na analizie literatury przedmiotu, regulacii
prawnych oraz studidéw przypadkdédw z praktyki rynkowej, przedstawiajq, w jaki sposdb
technologie takie jak uczenie maszynowe, widzenie komputerowe i przetwarzanie jezyka
naturalnego (NLP) przyczyniajq sig do usprawnienia obstugi zgtoszen, od momentu ich
zZtozenia po wyptate odszkodowania. Opracowanie ukazuje korzySci wynikajgce
z automatyzaciji, takie jok szybkoS¢, efektywnoS¢ i redukcja kosztéow, a jednoczesnie
wskazuje na zagrozenia zwigzane z brakiem przejrzystosci algorytmoéw, ryzykiem btedoéw
i problemami w zakresie odpowiedzialnosci prawnej. W artykule przeanalizowano
obowiqzujgce regulacje, w tym kwestie odpowiedzialnosci cywilnej, zgodnosci z RODO
oraz prawa klienta do ludzkiej weryfikacji decyzji. Autorzy krytycznie oceniajg aktualne
ramy prawne, podkreslajgc ich niedostosowanie do dynamicznego rozwoju technologii
i proponujg wprowadzenie elastycznej definicji Al, rozszerzenie zasady odpowiedzialnosci
na zasadzie ryzyka oraz obowigzek audytu algorytmoéw. Zwracajg uwage na koniecznose
wywazenia miedzy innowacyjnosciqg a ochrong praw jednostki.

Stowa kluczowe: sztuczna inteligencjo, likwidacja  szkéd, ubezpieczeniaq,
odpowiedzialnos¢ cywilna, RODO, automatyzacja, InsurTech, prawo unijne, Al w prawie

! Student IV roku studiéw stacjonarnych prawa na Wydziale Prawa i Administracji Uniwersytetu
Kardynata Stefana Wyszynskiego w Warszawie. Petni funkcje Skarbnika Kota Naukowego Prawa
Prywatnego przy Katedrze Prawa Cywilnego na WPIA UKSW w Warszawie. W obszarze jego
zainteresowan lezq prawo administracyjne oraz prawo cywilne materialne.

2 Studentka IV roku studidéw stacjonarnych prawa na Wydziale Prawa i Administracji Uniwersytetu
Kardynata Stefana Wyszynskiego w Warszawie. Peini funkcje Prezesa Kota Naukowego Prawa
Prywatnego przy Katedrze Prawa Cywilnego na WPIA UKSW w Warszawie W obszarze jej zainteresowan
lezq prawo administracyjne oraz prawo cywilne procesowe.
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Abstract: From Damage to Decision: How Al Automates the Claims Handling Process
and What the Law Says About It

The article discusses the application of artificial intelligence (Al) in the insurance sector,
focusing on the automation of the claims handling process. The authors describe how
technologies such as machine learning, computer vision, and natural language
processing (NLP) contribute to faster and more efficient claim management, from initial
submission to compensation payout. The study presents both the benefits of automation
- such as speed, efficiency, and cost savings—and highlights significant risks, including a
lack of transparency in algorithmic decisions, the risk of errors, and difficulties in assigning
legal liability. The article also examines current legal regulations, including issues of civil
liability, GDPR compliance, and the need to guarantee clients the right to human review
of decisions. The authors critically analyze the existing legal framework, pointing out its
inadequacy in the face of rapidly evolving technology. They propose, among other things,
the introduction of a flexible definition of Al, extending risk-based liability, and mandating
algorithm audits. The need to balance innovation with the protection of individual rights
is strongly emphasized.

Keywords: artificial intelligence, claims handling, insurance, civil liability, GDPR,
automation, InsurTech, EU law, Al in law

1. Wprowadzenie

Sztuczna inteligencja (AR) coraz intensywniej wkracza w obszar ubezpieczen
gospodarczych, przeksztatcajgc sposdb dziatania firm ubezpieczeniowych oraz relacje
z klientami. Dzieki Al mozliwe jest nie tylko gromadzenie i analiza danych w czasie
rzeczywistym, lecz takze automatyzacja decyzji, ktére jeszcze niedawno wymagaty pracy
szeregu analitykbw i rzeczoznawcdw. Technologie takie jok uczenie maszynowe,
przetwarzanie jezyka naturalnego (NLP4) czy widzenie komputerowe (CV®) stajg sie
integralng czesciq dziatalnosci ubezpieczeniowej, zwtaszcza w takich obszarach jak ocena

ryzyka czy likwidacja szkéd. Réwnoczeénie pojawia sie pytanie o ramy prawne i etyczne tego

8 Skrét od ang. Artificial Intelligence.
4 Skrét od ang. Natural Language Processing.
® Skrét od ang. Computer Vision.
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postepu®. Czy prawo w obecnym ksztaicie jest w stanie sprostaé dynamicznemu rozwojowi
technologii? Czy decyzje podejmowane przez algorytmy sq sprawiedliwe i zrozumiate dla
klientdw? Odpowiedzi na te pytania sqg kluczowe dla dalszej ewolucji sektora ubezpieczef w
dobie sztucznej inteligencji. Niniejsze opracowanie ma na celu przedstawienie jok wyglgda
automatyzacja procesu likwidaciji szkdéd od strony technicznej oraz jak ksztattuje sie relacja
miedzy automatyzacjq a obowigzujgcym prawem krajowym i unijnym, a ponadto jakie
ryzyka i szanse niesie za sobq korzystanie z dorobku sztucznej inteligenciji w dziatalnosci

sektora ubezpieczenh.

2. Al jako strategiczne narzedzie ubezpieczycieli

Al uznaje sige za technologie o najwigkszym potencjale transformacyjnym w catym
sektorze ubezpieczen’. Pojecie InsurTech odzwierciedla dynamiczne zmiany zachodzgce w
zakresie wykorzystania nowoczesnych technologii w sektorze ubezpieczeniowym. W ujeciu
przyjetym przez Kamila Szpyta termin ten obejmuje wszelkie przejawy wdrazania innowacji
technologicznych stuzgcych usprawnieniu proceséw, redukcji kosztow oraz tworzeniu
nowych produktow i ustug®. W praktyce branzy ubezpieczeniowej odzwierciedlenie ww.
zjawisk odnalez€ mozna m.in. w dziataniach marketingowych, ktérych przysztio§¢€ stanowi
mikrosegmentacja klientow pozwalajgca nie tylko lepiej dopasowaé oferte, lecz takze
przewidywac ich zachowania i potrzeby zakupowe®. Ponadto wdrazanie rozwigzan opartych

na Al przejawia sie réwniez w pricingu (ti. dynamiczne ustalanie wysokosci sktadki

& M. Nowakowski, K. Waliszewski, Artificial intelligence and algorithms assisting personal finance. A
legal and economic perspective, ,Przeglgd Ustawodawstwa Gospodarczego” 2021, nr 8, s. 2-5.

7 Wskazuje na to raport przygotowany przez Accenture we wspotpracy z Polskq I1zbg Ubezpieczen, pn.
Cyfryzacja  sektora  ubezpieczeh ~w  Polsce, Warszawa 2018  (https://piu.org.pl/wp-
content/uploads/2021/06/ACC_PIU_Raport-Cyfryzacja-Ubezpieczen-w-Polsce.pdf -  dostep:
17.5.2025 r.]

8 K. Szpyt, InsurTech. Nowe technologie w branzy ubezpieczen, wyd. 1, Warszawa 2023, s. 6.

° A. Wodecki, Sztuczna inteligencja — szanse i zagrozenia [w:] Ubezpieczenia cyfrowe, J. Monkiewicz, L.
Ggsiorkiewicz, P. Gotgb, M. Monkiewicz (red.), wyd. 1, Warszawa 2022, s. 149-151.
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ubezpieczeniowej w oparciu o analize danych historycznych i modelowanie ryzyka, np. ilu
klientdbw z danego segmentu zgtaszato szkody, wiek klienta, miejsca zamieszkania, stylu
jazdy, zawdd, stan zdrowia), obstudze klienta (z wykorzystaniem chatbotoéw, voicebotéw,
robodoradztwa) oraz walce z przestepstwami (np. wykrywanie préb wyludzeh na podstawie
zachowan, gtosu, pisma)'. Kluczowe znaczenie odgrywa réwniez mozliwo§é analizy duzych

zbioréw danych historycznych i identyfikacji wzorcéw niedostrzegalnych dla cztowieka™.

2.1 Doniosta rola sztucznej inteligencji w procesie likwidacji szkod

Jednym z najbardziej dynamicznych obszaréw zastosowania sztucznej inteligencii
w sektorze ubezpieczeniowym jest automatyzacja procesu likwidacji szkéd. Dzigki integracii
Al z nowoczesnymi technologiami takimi jak widzenie komputerowe, przetwarzanie jezyka
naturalnego czy Internet Rzeczy (IoT'2), proces ten moze przebiegaé¢ niemal bez udziatu
cztowieka, szybko i efektywnie. Wspbdiczesne rozwigzania technologiczne umozliwiajq
bowiem cyfrowe przeksztatcenie catego tancucha dziatanh: od zgtoszenia szkody po wyptate
odszkodowania. W efekcie rosnie efektywnoS€ operacyjna zaktaddéw ubezpieczen,
a jednoczesnie pozwala to sprosta¢ rosngcym oczekiwaniom klientébw w zakresie skrocenia
czasu oczekiwania na rozstrzygnigcie sprawy oraz przejrzystosci ustug®.

Proces likwidacji szkody rozpoczyna sie czesto od interakciji klienta z chatbotem oraz
voicebotem lub aplikacjg mobilng, ktéra umozliwia catodobowq obstuge zgtoszef. Boty
prowadzq uzytkownika przez proces krok po kroku, zbierajgc dane tekstowe i gtosowe,

aw razie potrzeby tqczqc z konsultantem. Nastepnie Al analizuje dane przestane przez

10 K. Szpyt, op.cit,, s. 41-51.

" |, Kwiecien, D. Wawrzyniak, Nowe technologie w underwritingu ubezpieczen |w:] Ubezpieczenia
cyfrowe, J. Monkiewicz, L. Ggsiorkiewicz, P. Gotgb, M. Monkiewicz (red.), wyd. 1, Warszawa 2022, s. 73-94.
12 Skrét od ang. Internet of Things.

13 A. Matek, Likwidacja szkéd w warunkach cyfrowych: rola sztucznej inteligencji, [w:] Ubezpieczenia
cyfrowe, J. Monkiewicz, L. Ggsiorkiewicz, P. Gotgb, M. Monkiewicz (red.), wyd. 1, Warszawa 2022, s. 165-
192.
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klienta, w tym dokumentacje, zdjecia i filmy. Stosuje sie tu rozpoznawanie obrazu i CV.
Przyktadem stosowania takiego rozwigzania moze by¢ platforma Lemonade, w ktérej dane
dostarczone przez klienta — w tym zdjecia uszkodzeh - sq nastepnie analizowane przez
algorytmy wykorzystujgce widzenie komputerowe. Produktem stosujgcym automatyczne
rozpoznawanie obrazéw pozwalajgce na ocene uszkodzen pojazddédw jest Al Property,
stworzona przez Tractable — systemy te m.in. oceniajq uszkodzenia aut na podstawie zdjec
i wskazujq kosztorys naprawy. Dane z czujnikdw, aplikacji i urzgdzeh loT mogq dostarczaé
dodatkowych informacji kontekstowych, np. dotyczqgcych predkosci pojazdu, lokalizacji
zdarzenia czy dziatania systemow bezpieczehstwa'.

W kolejnym etapie — analizy szkody — wykorzystywane sqg predykcyjne modele analizy
danych, ktére bazujgc na big data i uczeniu maszynowym, umozliwiajg oszacowanie
wartosci szkody oraz oceneg ryzyka naduzycia. Al poréwnuje przypadek z bazami danych
i modelami historycznymi. Technologia uczenia maszynowego identyfikuje wzorce,
potencjalne oszustwa oraz poziom ryzyka. W przypadku ubezpieczefi komunikacyjnych,
dane z loT, takie jak rejestry z czujnikdw i systemdéw pokiadowych, mogq potwierdzi¢
przebieg zdarzenia®. W analizie tekstéw zgtoszen coraz wigkszq role odgrywajg techniki NLP,
ktére pozwalajq wyodrebni¢ kluczowe informacije i zidentyfikowa¢ potencjalne oszustwa'®.

Ostatecznie, na podstawie zebranych danych iich analizy, system moze podjq€ decyzje
o wyptacie odszkodowania - czesto catkowicie automatycznie - powodujqc,
ze w niektorych przypadkach wyptata nastepuje w ciggu zaledwie kilku sekund od ztozenia
whniosku. System Al analizuje wszystkie dane, poréwnuje je z warunkami umowy i w zwiqzku

z tym wyptaca $wiadczenie.

14 K. Szpyt, op.cit,, s. 46-51.

S Tamze, s. 222-229.

18 M. Rojszczak, Sztuczna inteligencja w innowacjach finansowych - aspekty prawne i regulacyjne,
Jnternetowy Kwartalnik Antymonopolowy i Regulacyjny” 2020, nr 2, s. 67-71.
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22. Korzysci i ryzyka dla ubezpieczycieli oraz klientow korzystajgcych

z zasobow Al

Automatyzacja likwidacji szkdéd przynosi szereg korzySci zarbwno z perspektywy
ubezpieczycieli jak i klientdbw. Przede wszystkim pozwala na znaczqce skrécenie czasu
obstugi szkody oraz redukcje kosztdw operacyjnych. Z punktu widzenia klienta najwazniejszg
zaletg jest mozliwoS€ przestania zgtoszenia w dowolnym momencie i niemal
natychmiastowe podjecie decyzji. JednoczeSnie pojawiajg sie istotne ryzyka.
Zautomatyzowany proces moze by¢ bowiem mniej transparentny, w szczegdlnosci, gdy
klient nie ma dostepu do petnego uzasadnienia decyzji algorytmu. Istnieje takze ryzyko
niestusznego odrzucenia zgtoszenia, jesli model zostat zaprogramowany w oparciu
o niepetne lub stronnicze dane i nie mozna zweryfikowaé podjetych przez model wyboréw.
Wykorzystanie algorytméw moze z jednej strony zapewni¢ wigkszg spdjnosS¢ decyzji,
eliminujgc subiektywno$¢ ocen i ludzkie btedy, jednakze z drugiej moze powodowac réwniez
potencjaing dyskryminacje algorytmiczng, np. na tle danych lokalizacyjnych lub
demograficznych. Wykorzystanie sztucznejinteligenciji w obstudze klienta powodowaé moze
rbwniez zagrozenia bezpieczenstwa, m.in. poprzez wykorzystanie metody deepfake,

a w konsekwenciji wyptacanie odszkodowania osobom nieuprawnionym.

3. Pojecie sztucznej inteligencji w prawie unijnym

Z uwagi na centralne znaczenie pojecia ,sztucznej inteligencji” dla zrozumienia ram
prawnych automatyzaciji procesédw w sektorze ubezpieczeniowym, w tym likwidacji szkéd,

konieczne jest odwotanie sig do najnowszego aktu prawnego regulujgcego te materie na

poziomie unijnym, tj. Rozporzgdzenia Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia
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13 czerwca 2024 r. w sprawie sztucznej inteligencii (Al Act)”. Rozpoczynajgc analize Al Act
nalezy zauwazy¢, ze cho¢ ustawodawca unijny w art. 3 pkt 1 wprowadza definicjg ,systemu
sztucznej inteligenciji”, ma ona charakter ogdélny i otwarty. Definicja ta obejmuje szerokie
spektrum technologii zdolnych do generowania wynikébw — takich jak treSci, prognozy,
rekomendacje lub decyzje — wptywajgcych na srodowisko, z ktérym wchodzg w interakcje.

W doktrynie pojowiajg sie jednak gtosy krytyczne wobec tego rozwigzania
legislacyjnego'®. Wskazuje sig, ze tak szerokie i elastyczne ujecie pojecia moze prowadzi¢ do
znacznych rozbieznosci interpretacyjnych, zwitaszcza dopdki nie uksztattuje sie stabilna linia
orzecznicza w tym zakresie. Obawy te nalezy podzieli€, gdyz brak jednoznacznosci
definicyjnej moze utrudniac praktyczne stosowanie przepiséw, w szczegblnosci w branzach
silnie regulowanych, takich jak sektor ubezpieczeniowy.

Z drugiej strony, nalezy dostrzec racjonalnos¢ przyjetego przez ustawodawce podejscia.
W obliczu dynamicznego rozwoju technologii sztucznej inteligencji pozostawienie definicji w
formie otwartej mozna postrzegac jako przejaw zasady racjonalnego prawodawcy, ktory nie
zamyka przepisbw w zbyt wgskich ramach i pozwala praktyce oraz orzecznictwu

doprecyzowac ich znaczenie®.

4. Odpowiedzialno§¢ za szkode wyrzgdzonqg przez sztuczng inteligencje

- wina czy ryzyko?

7 Rozporzqdzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z 13.06.2024 r. w sprawie
ustanowienia zharmonizowanych przepisbw dotyczqcych sztucznej inteligencji oraz zmiany
rozporzqdzen (WE) nr 300/2008, (UE) nr 167/2013, (UE) nr 168/2013, (UE) 2018/858, (UE) 2018/1139 i (UE)
2019/2144 oraz dyrektyw 2014/90/UE, (UE) 2016/797 i (UE) 2020/1828 (akt w sprawie sztucznej
inteligencii). Tekst majgcy znaczenie dla EOG (Dz. U. UE. L. z 2024 r. poz. 1689).

8 J. Rzymowski, Definicja prawnicza sztucznej inteligencji na podstawie rozporzgdzenia PE i Rady (UE)
2024/1689 w sprawie sztucznej inteligencji, ,Przeglqd Prawa Publicznego” 2024, nr 11, s. 56-63.

19 J. Koztowski, Akt o w sprawie sztucznej inteligencji — charakterystyka unijnej regulacji opartej na
ryzyku, ,Europejski Przeglgd Sqdowy” 2024, nr 12, s. 20-25.
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Technologie analizy obrazéw przez Al sq obecnie z powodzeniem wykorzystywane do
automatycznej wyceny przedmiotéw objetych ubezpieczeniem, ktoére ulegty uszkodzeniu.
W efekcie coraz wieksza cze$§¢ procesu likwidacji szkdéd przebiega bez udziatu cziowieka,
stajgc sie praktycznie w petni zautomatyzowana. Kazda maszyna (do tego pojecia
zaliczamy réwniez na potrzeby naszych rozwazan sztuczng inteligencje) nie jest jednak w
petni niezawodna, dlatego rodzi sie pytanie o to, jak prawo cywilne zapatruje sie na kwestie
odpowiedzialnosSci za szkody i btedy wyrzqdzone przez Al. Prawo unijne nie przesqdza
jednoznacznie o rodzaju odpowiedzialnosci w tym zakresie. Wydaje sie jednak, ze
rozwazania te warto zawezic do dwodch gtdéwnych zasad odpowiedzialnoSci: winy oraz
ryzyka.

Zgodnie z zasadg winy odpowiedzialno$¢ za szkode ponosi podmiot, ktéremu mozna
przypisa¢ zawinione dziatanie lub zaniechanie pozostajgce w zwiqgzku przyczynowym ze
szkodq. Nie wydaije sie wigc zasada ta odpowiednia w przypadku oceny odpowiedzialnosci
za szkody spowodowane przez systemy sztucznej inteligenciji. Trudno przeciez oczekiwag,
ze cztowiek bedzie ponosit wine za co§, co zrobita samodzielnie dziatajgca maszyna,
zwiaszcza jesli urzqdzenie podlegato wczesniejszym testom, zostato dopuszczone do uzycia,
a jego uzytkownikowi nie mozna przypisa¢ naruszenia zadnych zasad. W praktyce
przypisanie komus$ winy moze by¢ zatem w tej sytuaciji niemozliwe.

Podzielajgc wyrazony w doktrynie poglgd®, wydaje sie wigc, ze bardziej odpowiednia
w tym kontekScie bytaby zasada ryzyka, gdyz méwimy o sytuacjach, w ktérych szkoda
powstata w wyniku uzywania technologii o wysokim stopniu autonomii, a ustalenie winy
konkretnego podmiotu jest bardzo trudne. Zasada ryzyka opiera sig na zatozeniu,
ze odpowiedzialnos¢ za szkode ponosi ten, kto prowadzi dziatalnos¢ stwarzajgcq zwiekszone
prawdopodobienstwo jej wystgpienia, niezaleznie od winy. Ma ona charakter obiektywny

i znajduje zastosowanie zwtaszcza w przypadkach, gdy szkoda jest nastepstwem dziatania

2 A, Wilk, Sztuczna inteligencja a rozwéj prawa ubezpieczen - przeglqgd najwazniejszych wyzwar,
~Wiadomosci Ubezpieczeniowe” 2023, nr 4, s. 57.
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sit, nad ktérymi cziowiek nie ma petnej kontroli. Jak zauwaza autorka, zasada ta nie zostata
jednak przyjeta joko gtéwna w projektowanych unijnych przepisach (AILD — Al Liability

Directive?®), mimo ze byta wczesniej rozwazana®.

4.1. Al jako ,sita przyrody”? Interpretacje art. 435 i 436 k.c. w dobie cyfrowej

transformaciji

W polskim prawie odpowiedzialno$¢ na zasadzie ryzyka opiera sie na przepisach
Kodeksu cywilnego?, w szczegdlnosSci art. 435 i 436 k.c. Dotyczqg one przedsigbiorstw
wprawianych w ruch za pomocq sit przyrody, np. energii elektrycznej, oraz pojazddw
mechanicznych. Trudno bytoby jednoznacznie przyjg¢, ze systemy sztucznej inteligencii
same w sobie wykorzystujq ,sity przyrody” w rozumieniu art. 435 k.c, cho¢ do ich
funkcjonowania niewgtpliwie niezbedna jest energia elektryczna i infrastruktura techniczna.
Mozna jednak dojs¢ do wniosku, ze do jej dziatania sq potrzebne sity naturalne, choby w
postaci energii elektrycznej. Wspbtczesne orzecznictwo i doktryna odchodzqg od literalnego
rozumienia ,sit przyrody” jako jedynie mechanicznych zrédet energii. Przyktadowo, przyjeto
juz, ze elektroniczne systemy komputerowe, jesSli sqg integralne z dziatalnoscig

przedsiebiorstwa, moggq by¢ traktowane jako element wprawiajqgcy je w ruch.)?. Mozna wiec

powiedzie¢, ze kazdqg sytuacje nalezy rozpatrywaé indywidualnie i w momencie, kiedy

24 Zob. Wniosek w sprawie Dyrektywy Parlamentu Europejskiego i Rady w sprawie dostosowania
przepisdéw dotyczqgcych pozaumownej odpowiedzialnosci cywilnej do sztucznej inteligencii (dyrektywa
w sprawie odpowiedzialnosci za sztucznqg inteligencje), Bruksela, dnia 28.9.2022, COM(2022) 496 finall,
2022/0303(COD), https://eur-lex.europa.eu/legal-content/PL/TXT/HTML/?uri=CELEX%3A52022PC0496
[dostep: 17.5.2025 r.]

2 A. Wilk, Sztuczna inteligencja..., s. 57.

77 Ustawa z 23.4.1964 r. — Kodeks cywilny (t.j. Dz.U. z 2024 r. poz. 1061 ze zm.; dalej jako: ,k.c.”).

28 Wyrok Sqdu Apelacyjnego w Poznaniu z 13.11.2014 r., | ACa 791/14, LEX nr 1623974; por. wyroki Sqdu
Najwyzszego: z 9.05.2008 r., sygn. akt Il CSK 360/07, LEX nr 424387, 210.10.2008 r., sygn. akt Il CSK 232/08,
LEX nr 497665; z 31.1.2014 r,, sygn. akt Il CSK 187/13, LEX nr 1438416; zob. tez A. Rzetecka - Gil, komentarz do
art. 435 k.c, w: Kodeks cywilny. Komentarz, Zobowigzania - cze$é¢ ogdlna, LEX/EI 2011 i powotane tam
dalsze przyktady z orzecznictwa i literatury prawnicze;.
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przedsigbiorstwo ubezpieczeniowe zautomatyzuje likwidacje szkdéd w sposdb, w ktorym Al
podejmuje decyzje w sposdb samodzielny, bez istotnego udziatu cztowieka, mozna woéwczas

broni€ tezy, ze cate przedsigbiorstwo jest ,wprawiane w ruch za pomocq sit przyrody”.

4.2. Granice automatyzacji a prawa jednostki - z perspektywy RODO

i Konstytucji RP

Postepujgca automatyzacja procesdw decyzyjnych w sektorze ubezpieczeniowym rodzi
pytania o zakres ochrony praw osob, ktérych dane sqg przetwarzane przez systemy sztucznej
inteligenciji. Zgodnie z art. 22 RODO, kazda osoba ma prawo do tego, by nie podlega¢ decyzji
opierajgcej sie wytgcznie na zautomatyzowanym przetwarzaniu danych, jezeli decyzja ta
wywotuje wobec niej skutki prawne lub w podobny sposbéb istotnie wptywa na jej sytuacije.
Przepis ten gwarantuje wiec jednostce mozliwoS¢ Iudzkiej interwencji w procesie
podejmowania decyzji, co ma szczegdlne znaczenie w kontekécie automatycznej likwidacji
szkdd i ustalania wysokoéci odszkodowania. Oznacza to, ze nawet jedli decyzja zostata
formalnie podjeta przez system Al, ubezpieczyciel musi zapewni€ mozliwose
zakwestionowania jej i uzyskania ponownej oceny sprawy przez cztowieka. W zwiqzku z tym,
nawet jesli decyzja zostaje formalnie podjeta przez system Al dziatajgcy samodzielnie,
ubezpieczyciel ma obowigzek zapewnienia osobie, ktérej sprawa dotyczy, realnej
mozliwosci: otrzymania informacji o tym, ze decyzja zostata podjeta automatycznie,
zakwestionowania tej decyzji, uzyskania ponownej oceny sprawy z udziatem cztowieka.

Niedopetnienie tego obowigzku moze skutkowaé naruszeniem nie tylko przepisow
RODO, ale takze konstytucyjnych gwarancji prawa do rzetelnego i sprawiedliwego
rozpatrzenia sprawy. W kontekscie ubezpieczen oznacza to, ze klient ma nie tylko prawo do
Swiadczeniaq, ale tez prawo do tego, by jego sytuacja zostata oceniona z nalezytq uwagq

przez kompetentng osobe — a nie wytqcznie przez algorytm.
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5. Podsumowanie oraz wnioski de lege ferenda

Z przeprowadzonej analizy jednoznacznie wynika, ze zastosowanie sztucznej inteligencii
w sektorze ubezpieczeniowym - szczegblnie w procesie likwidacji szkdéd - jest nie tylko
dynamicznie postepujgcym zjawiskiem technologicznym, ale réwniez wyzwaniem
legislacyjnym i etycznym. Al, dzieki swoim mozliwosciom w zakresie automatyzaciji,
przetwarzania duzych zbiorbw danych oraz podejmowania szybkich decyzji, przyczynia sie
do usprawnienia dziatalnosci zaktadédw ubezpieczeh oraz podniesienia satysfakcji klienta.
Jednocze$nie automatyzacja wiqze sie z powaznymi zagrozeniami, w szczegOlnosci
brakiem przejrzystoSci decyzji podejmowanych przez algorytmy, trudnosciq w przypisaniu
odpowiedzialnosci za btedy Al, ryzykiem naruszenia prawa do ludzkiej kontroli decyzji (art. 22
RODO) oraz przede wszystkim nieadekwatnoéciq obecnych przepiséw odpowiedzialnosci
cywilnej wobec nowej rzeczywistosci technologicznej. W Swietle powyzszego, konieczne jest
dokonanie istotnych zmian legislacyjnych oraz doprecyzowanie istniejgcych regulaciji.

Po pierwsze, istotnym z punktu widzenia praktyki i wyktadni prawa wydaje sie
doprecyzowanie rozumienia pojecia ,systemu sztucznej inteligencji” w kontekscie
zastosowan ubezpieczeniowych. Definicja przyjeta w art. 3 pkt 1 Rozporzgdzenia 2024/1689
(Al Act) ma charakter szeroki i technologicznie neutralny, obejmujgc systemy zdolne do
generowania wynikédw — takich jak tresci, prognozy, rekomendacje lub decyzje — ktoére
wptywajq na rodowisko, z ktérym wchodzg w interakcje. Tym samym unijny prawodawca
juz przyjat elastyczne, funkcjonalne i otwarte ujecie pojecia Al. Wydaje sig wiec, ze obecnie
wiekszym wyzwaniem nie jest stworzenie nowej definicji, lecz zapewnienie jej spdjnego
stosowania w praktyce - zwlaszcza w odniesieniu do autonomicznych proceséw
decyzyjnych w sektorze ubezpieczeniowym.

Po drugie, nalezy zauwazy¢, ze prawo unijne nie przesgdza jednoznacznie, jaki model
odpowiedzialnosci powinien mie¢ zastosowanie w przypadku szkdd spowodowanych przez

systemy sztucznej inteligencji. Odpowiednim wydaje sie w tym wypadku przyjecie
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odpowiedzialnoSci na zasadzie ryzyka, poniewaz przypisanie winy uzytkownikowi
wymagatoby wykazania, ze postugiwat sie on Al w sposbb bezprawny, co obecnie jest
utrudnione z powodu braku precyzyjnych przepisdw okreslajgcych obowiqgzki takich
uzytkownikéw. Ponadto, zasada winy okazuje sie niewystarczajgca w sytuaciji, gdy szkoda
wynika z autonomicznego dziatania systemu, ktory zostat dopuszczony do obrotu i posiada
wymagane certyfikaty. Jedli operator nie popetnit btedu, a nie dysponuje kodem zrédtowym
ani wiedzqg techniczng pozwalajgcqg oceni¢ dziatanie Al, przypisanie mu winy staje sie
w praktyce niemozliwe. Przyjecie zasady winy moze réwniez zniecheca¢ przedsigbiorcow do
wykupowania ubezpieczerh OC. Jedli bowiem ubezpieczyciel nie musiatby wyptacaé
odszkodowania w przypadku szkody, za ktérg nie mozna nikomu przypisa¢ winy,
to przedsigbiorcy mogliby dojs¢€ do wniosku, ze nieoptacalne jest ptacenie sktadek za polise,
z ktérej nie uzyskajg ochrony. W dtuzszej perspektywie ostabitoby to system prewencii
i kompensaciji szkod.

Po trzecie, jako istotny postulat de lege ferenda uzna¢ nalezy precyzyjne uregulowanie
obowiqzkdéw zaktaddw ubezpieczefi w zakresie informowania klientéw o tym, ze decyzja
zostata podjeta automatycznie, natozenie wymogu stworzenia mechanizmu ,drugiego
spojrzenia”, czyli mozliwosci odwotania sie od decyzji Al do cztowieka weryfikujgcego decyzje
sztucznej inteligenciji, oraz zapewnienie prawa do transparentnego wyjasnienia sposobu
dziatania algorytmu i podstaw jego decyzji. W zwiqzku z ryzykiem bteddw i naduzy¢
niezbedne wydaje sig robwniez wprowadzenie obowiqzku niezaleznych audytdéw systemoéw Al
uzywanych przez ubezpieczycieli, okreSlenie wysokich standarddéw bezpieczehnstwa danych
oraz odpornosci systemdw na manipulacje i cyberataki, ustanowienie wyspecjalizowanego
organu nadzorczego uprawnionego do kontroli zgodno$ci algorytméw z prawem
i standardami etycznymi.

Sztuczna inteligencja stanowi obecnie nieodtgczny element przysztoSci rynku
ubezpieczeniowego, jednak, co zostato wykazane w niniejszym opracowaniu, jej wdrazanie

wymaga stworzenia spéjnych i jednoznacznych ram prawnych. Celem nie powinno by¢
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jedynie umozliwienie rozwoju technologii, ale takze zachowanie podstawowych zasad
ochrony praw jednostki, sprawiedliwosci proceduralnej i bezpieczefistwa prawnego.
Skuteczne wdrozenie Al w ubezpieczeniach wymaga zatem nie tylko innowacyjnosci, ale

takze odpowiedzialnoéci, zarébwno po stronie technologii, jak i prawa.
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